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Abstract

This is a short note on the weighted total variation distance between
probability measures on R?. Everything is well-known but I was not able
to find this material in the literature as it is stated here. Please write me
for any error/typo/comment at quentin.cormier@inria.fr.

Given ¢ : RY — R, a non-negative measurable function, we define the
weighted total variation distance between two probability measures v and p by

By ) i= [ ola)lv = pldo).
Theorem 1. The weighted total variation distance satisfies

Ay (i) = o 0 B(O(X) +6(Y)) Lxzy.

In addition, the Kantorovich duality theorem holds
B ) = sup [ gla)(v~ (o),
g

where the supremum is taken over all the measurable functions g : R* — R s.t.

Vo,y, |g(x) —g(y)| < (8(x) + ¢(y)) Lazy- (1)

Remark 2. This result states that the weighted total variation distance is equal
to the Wasserstein distance Wy for the following peculiar semi-metric

d(z,y) = (¢(x) + &(y)) Lazy-
See also [CD18, Ch. 5].

Remark 3. The standard (non-weighted) total variation distance is obtained
by choosing ¢ = 1/2. In that case, the result simplifies to

a2 = inf P(X #£Y) = A) — (A
v )=k P AY) A:él(%d)”() p(A),

where B(R?) denotes the Borel sets of RY.



Proof. Step 1. We prove that dip, (v, ) < sup, [ g(x)(v — p)(dzx).

Let m be a non-negative measure such that v < m and p < m (one can choose
m = v + u). The Radon-Nikodym theorem provides non-negative measurable
functions h, and h, such that

v(dz) = hy(z)m(dz) and  p(dz) = hy(xz)m(de).
Let B := {h, > h,} and B := R?\ B. We choose g(z) := ¢(x)lp(z) —
¢(z)15(x). Tt satisfies (1) and

/ b\ — pl(d) = / 9(z) (v - p1)(dz).

Step 2. We prove that sup, [ g(z)(v — p)(dz) < infzix)—y,cv)—p E(O(X) +

P(Y))Lxzy .
Let g such that (1) holds. Consider 7 any coupling between v and p, we have

Taking the infimum of the right-hand side over all the couplings gives the result.
Step 3. We prove that inf 2 (x)—p £(v)=p E(@(X) + &(Y))1xzy < d?v(y, 1.
We use the following explicit coupling taken from [Vil09)

w(dz,dy) = (v A p)(do)5(dy) + (v — ) (dn) v — ) (dy),  (2)

wherea:= [(v—p)y = [(v—p)- and vAp:=v—(v—p)4. Let (X,Y) ~ 7.
Using the definition of ,

BO(X)Lxsr +Eo(V)Lxsy =1 [ [ (6(0) + 6(0)) (0 = )1 (@)~ ) (d)
— [o@w - ntdo) + [ o) - u)-(a)

= d?‘v (V7 /J')'
Combining the three steps ends the proof. O

As an application, using the coupling (2), we can bound the usual Wasser-
stein distance W, (p > 1) by the total variation with weight ¢(z) = |z|?, see
[Vil09, Th. 6.15].

The Kantorovich duality theorem can be rephrased as a supremum over
measurable functions g bounded by ¢, as shown in the next lemma.



Lemma 4. It holds that:

A2 (,v) = sup / o) (v — 1) (da), (3)

g
where the supremum is taken over measurable functions g with |g(z)| < ¢(x).

Proof. The following argument is taken from [HM11]. First if [g(x)| < ¢(x)
everywhere, it holds that |g(z) — g(y)| < (¢(z) + ¢(y)) Lz, Conversely, assume
that g is such that for all x # y, |g(z) — g(y)| < ¢(z) + ¢(y). Let ¢ = inf, ¢(x) —
g(x). We have g(x) + ¢ < g(x) + ¢(z) — g(z) = ¢(x). In addition,

g(x) +c= irylfcb(y) —9(y) +g(x) > il;fcb(y) — [#(z) + ¢(y)] = —9(x).

Altogether, it holds that |g(z) + ¢| < ¢(z) everywhere. Because adding a con-
stant to g does not change the value of the right-hand side part of (3), the result
is proved. U
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